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1 Introduction

Machine learning techniques have been widely used in science and engineering. Here we consider probabilistic approaches. Assume that a probabilistic classifier with parameter vector $\theta$, a discriminative classifier models $p(c \mid x, \theta)$ directly, where $c$ is a class label and $x$ is a feature vector. If a classifier models the joint probability $p(c, x)$, the classifier is called a generative classifier because random instances of $x$ can be generated by first sampling from $p(c)$, and then sampling from $p(x|c)$.

Generative classifiers have several advantages over discriminative classifiers. For example, generative classifiers are easy to fit, most times just by counting and average, based on maximum likelihood estimation

$$\hat{\theta} = \arg \max_\theta \sum_{i=0}^{N-1} \log p(c_i, x_i \mid \theta).$$

where $\{x_0, ..., x_{N-1}\}$ are the training data. These models can handle unlabeled data. This property makes them very attractive in semi-supervised and un-supervised learning. However, one disadvantage of generative models is that they may be less accurate than discriminative models. The reason behind is that the conditional density $p(x|c, \theta)$ may be high-dimensional complex distributions. These distributions may be difficult to be approximated by parametric models. Therefore, model mis-specification may degrade the performance of generative classifiers.

To get better performance, generative models can be trained discriminatively given a labelled training set. The fundamental idea behind discriminative training is to consider the inaccuracy of the model, and directly optimise the misclassification errors. For example, we can estimate $\theta$ by

$$\arg \max_\theta \sum_{i=0}^{N-1} \log p(c_i | x_i, \theta) = \arg \max_\theta \sum_{i=0}^{N-1} \log \frac{p(x_i, c_i \mid \theta)}{\sum_{c} p(x_i, c \mid \theta)}.$$
However, discriminative training is time consuming and we need to choose the learning rates (Cheng et al., 2010). Another way to consider the inaccuracy of models is to use robust methods (Peel and McLachlan, 2000). These robust methods may get even better performance than discriminative training methods but keep the simplicity of maximum likelihood estimators (Chatzis et al., 2009).

Hidden Markov Models (HMM) are generative classifiers. Discriminative training of HMMs has a long history, especially in the automatic speech recognition area (Cheng et al., 2010). Of these discriminative trained models, recently, the large-margin HMMs show better performance. However, discriminative training of HMMs is more complicated than maximum likelihood estimation because discriminative training methods should separate correct hypothesis from incorrect ones (Cheng et al., 2010). The Expectation-Maximisation (EM) algorithm can not be used for discriminative training and genetic optimisation algorithms should be used. Recently, the robust HMMs which use mixture of Student’s t distributions as the emission distributions show promising results (Chatzis et al., 2009).

One disadvantage of HMMs is that the probability distribution of staying in the same state is a geometric distribution. For many real-world problems, this is not the case. One solution is to explicitly model the state duration distribution. This more powerful model which explicitly models the state duration distributions is called a Hidden Semi-Markov Model (HSMM), which can better model the sequences with succession of homogenous zones. A problem of HSMMs is that the computational complexity of inference and learning algorithms is very high. In 2003, an efficient inference and learning algorithm were introduced (Guedon, 2003). However, these algorithms only consider discrete emission distributions and the applications of these algorithms are limited.

In this paper, we extend the robust HMM to robust HSMMs (Yu, 2010), and apply the robust HSMMs to analyse array based Comparative Genomic Hybridisation (aCGH) data. Because HMMs are special cases of HSMMs, our models are more general and can be used to model a large number of sequential data. These robust methods may achieve even better performance than discriminative training without increasing the training complexity, and can be used with or without labelled training data.

2 Hidden Semi-Markov Models

The HSMM is a generative model which defines a joint distribution over the discrete state sequence \( \{S_t\} \) and discrete or continuous observation sequence \( \{X_t\} \). The discrete state sequence is modelled by a semi-Markov chain, which means to predict the next state, we need to know not only the current state, but also how long we have been in this state. Condition on the current state, the current observation is independent of other states. Because the state space is not observable directly, the model is called a hidden semi-Markov model.

To write down the joint distribution of HSMMs, firstly, we define some variables. The observation sequence is represented as \( x_0 \tau^{-1}, x_0, ..., x_{\tau-1} \) and the hidden sequence is represented as \( s_0^{-\tau}, s_0, ..., s_{\tau-1} \), where \( \tau \) is the length of the sequence. The initial probability is given by \( \pi_j = P(S_0 = j) \) with \( \sum_{j=1}^{J} \pi_j = 1 \) where \( J \) is the number of hidden states. For a non-absorbing state \( i \), the translation probability is given by
\[ \begin{align*}
A_{ij} &= P(S_{t+1} = j \mid S_t = i), \sum_j A_{ij} = 1, i \neq j; \\
A_{ii} &= P(S_{t+1} = i \mid S_t = i) = 0.
\end{align*} \]

Here \( A_{ij} = 0 \) because we already explicitly model the state duration distribution. For an absorbing state \( I \)

\[ A_{ii} = P(S_{t+1} = i \mid S_t = i) = 1 \]

We also define the observation probability of state \( j \) given observation \( x_t \),

\[ e_j(x_t) = P(X_t = x_t \mid S_t = j) \]

A state duration (sojourn time, occupation) distribution \( d_j(u) \) is attached to each non-absorbing state \( j \).

\[ d_j(u) = \begin{cases} 
0, & u = 1, \ldots, M_j; \\
1, & u = 2, \ldots, M_j; \\
0, & u = 1.
\end{cases} \]

Here we define \( S_{-1} = -1 \) to make the above formula true at the beginning. \( d_j(u) \) is the probability of staying in state \( j \) for only \( u \) steps. For \( d_j(u) \), we only consider discrete distributions here. \( M_j \) is the upper bound of the time spent in state \( j \). Here \( M_j \) is used for the definition of right censoring, which means the end of a sequence may not coincide with the exiting of a state. The survivor function

\[ D_j(u) = \sum_{u \leq v \leq M_j} d_j(v) \]

represents the marginal time spent in state \( j \) by summing over all the possible time longer that or equal to \( u \). The normalisation term is defined as

\[ N_t = P(X_t = x_t \mid X_0^{t-1} = x_0^{t-1}) \]

It is the normalisation term \( N_t \) preventing numerical underflow, and moreover, the products of \( N_t \) is the likelihood, which can be used to check the correctness of our code (the likelihood should monotonically increase for the EM algorithm (Bilmes, 1997)).

Figure 1 shows an simple HSMM with three states. Note the state duration distribution \( d_j(u) \) can be arbitrary distributions. While for HMM, \( d_j(u) \) is constrained to be a geometric distribution. For example, given a hidden state sequence \( s_0^7 \), the join distribution is:

\[ P(s_0^7, x_0^7) = \pi_0 d_0(3) A_01 d_1(2) A_12 d_2(3) \prod_{t=0}^{7} b_{s_t}(x_t) \]

if we don’t consider censoring.

As in Guedon (2003), we assume the observation sequences are right censored. Given an observation sequence \( x_0^{t-1} \), the underlining state sequence is \( s_0^{t-1} \). The extra states \( s_{t-1}^{t-1} \) are introduced to give a complete state sequence up to the exit from the state \( s_{t-1} \). The joint distribution can be written as follows:
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\[ f(s_{0}^{\tau-1+u}, x_{0}^{\tau-1}) = P(S_{0}^{\tau-1} = s_{0}^{\tau-1}, S_{\tau}^{\tau+u-2} = s_{\tau-1}, S_{\tau-1+u} \neq s_{\tau-1}, x_{0}^{\tau-1}) \]

\[ = \pi_{s_{0}} d_{s_{0}}(u_{0}) \prod_{r=1}^{R} p_{h(n_{r-1}) s_{n_{r}}}(u_{r}) \prod_{t=0}^{\tau-1} e_{s_{t}}(x_{t}) I(\eta_{R} < \tau - 1 \leq \eta_{R+1}) \]

where \( \eta \sum_{r=1}^{R-1} u_{r}, 1 \leq r \leq R + 1, 1 < r < R + 1 \) and \( R \) is the number of state translations.

Figure 1: Graphical representation of an HSMM with 3 hidden states

Because the state sequence is not known, we use the EM algorithm for parameter estimation (Bilmes, 1997). In the E-step, the expectation of the complete log likelihood function is computed as follows

\[ Q(\theta | \theta^{(i)}) = \sum_{u} \sum_{s_{0}} \log f(s_{0} \tau-1+u, x_{0}^{\tau-1}) \]

\[ \times p(s_{0} \tau-1+u | x_{0}^{\tau-1}, \theta^{(i)}) \quad (1) \]

As in Bilmes (2007) and Guedon (2003), the \( Q \) function can be partitioned into four groups according to the parameters \( \pi_{j}, A_{ij}, d_{j}(u) \) and \( e_{j}(x_{t}) \). For simplicity, we only give the \( Q \) function for \( e_{j}(x_{t}) \). Other \( Q \) functions can be deduced similarly.

\[ Q(e | \phi^{(i)}) = \sum_{u} \sum_{s_{0}} \sum_{t=0}^{\tau-1} \log(e_{s_{t}}(x_{t})) p(s_{0} \tau-1+u | x_{0}^{\tau-1}, \theta^{(i)}) \]

\[ = \sum_{j=0}^{J-1} \sum_{t=0}^{\tau-1} \log(e_{j}(x_{t})) p(s_{t} = j | x_{0}^{\tau-1}, \theta^{(i)}) \]

\[ = \sum_{j=0}^{J-1} \sum_{t=0}^{\tau-1} \log(e_{j}(x_{t})) L_{j}(t) \quad (2) \]

The first ‘=’ in equation (2) is true because of the Markovian property. The second ‘=’ is true because for the parameter \( e_{j}(x_{t}) \), we only care about the current state according to the
Markovian property. In other words, we need to marginalise the posterior \( p(s_i^{t-1:t-1} \mid x_i^{t-1:t}, \theta^{(i)}) \) to get \( p(s_i = j \mid x_i^{t-1:t}, \theta^{(i)}) \).

2.1 Emission probability distribution

The emission probability may be modelled by a large number of distributions. The Gaussian Mixture Models (GMM) are widely used because they can approximate any distribution as the number of mixture components increases. However, GMMs are sensitive to outliers, and some extra mixture components are needed to model these outliers. To increase the number of mixture components may not be a good idea because the time, the number of data should also increase to fit the model. The Student’s t distribution has longer tails and provides a robust version of the Gaussian distribution. In this paper, we will use the Student’s t mixture model (SMM) as the emission distribution.

The SMM is defined as

\[
p(x) = \sum_{k=0}^{K-1} p(Z = k) \mathcal{T}(x \mid Z = k, \mu_k, \Sigma_k, \nu_k)
\]

where \( K \) is the number of mixture components, \( p(Z = k) = c_k \) is the mixing weight which satisfies \( 0 \leq c_k \leq 1 \) and \( \sum_k c_k = 1 \), and the distribution

\[
\mathcal{T}(x \mid Z = k, \mu_k, \Sigma_k, \nu_k) = \frac{\Gamma \left( \frac{\nu_k + D}{2} \right) | \Sigma_k |^{-1/2} }{ \Gamma \left( \frac{\nu_k}{2} \right) (\pi \nu_k)^{D/2} } \left( 1 + \frac{\Delta^2_k(x, \mu_k, \Sigma_k)}{\nu_k} \right)^{-1/2}
\]

where \( \Gamma(x) = \int_0^\infty v^{x-1} e^{-v} dv \) and \( D \) is the dimensionality of \( x \), \( \nu_k \) is the degree-of-freedom (doF) which controls the length of the tail. As \( \nu_k \to \infty \), the corresponding Student’s t distribution becomes a Gaussian distribution with mean of \( \mu_k \) and covariance of \( \Sigma_k \). \( \Delta^2_k(x, \mu_k, \Sigma_k) \) is the square Mahalanobis distance defined by (Bishop, 2006)

\[
\Delta^2_k(x, \mu_k, \Sigma_k) = (x - \mu_k)^T \Sigma_k^{-1} (x - \mu_k)
\]

Now the observation distribution of equation (2) becomes

\[
e_j(x_t) = \sum_{k=0}^{K-1} p(Z_{jt} = k) \mathcal{T}(x_t \mid Z_{jt} = k, \mu_{jk}, \Sigma_{jk}, \nu_{jk})
\]

where \( p(Z_{jt} = k) = c_{jk} \) is the mixing weight. Note that there are no close-form solutions for the degree of freedom \( \nu_{jk} \). However, we can optimise equation (2) with regard to \( \nu_{jk} \) using the most recent values of \( c_{jk} \) and \( \mu_{jk} \). This is not difficult because this is only a one dimensional optimisation problem given the value of \( \nu_{jk} \) between (0.1,1000) is sufficient most times.

To get close-form solutions of and \( \mu_{jk} \), we turn into another representation of the Student’s t distribution as follows:
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where \( N(x | \mu, \Sigma) \) is a Gaussian distribution with mean of \( \mu \) and covariance of \( \Sigma \), and \( \text{Ga}(\cdot) \) is the Gamma probability distribution function. This model is called a Gaussian scale mixture model, which is an infinite weighted sum of Gaussians with different precisions (Murphy, In preparation).

As GMMs, the SMMs are generative models. Given a training sample \( x \), we can assume that \( x \) is generated as follows: firstly, a number \( k \) which specifies the mixture component is generated from \( p(z) \), then \( \lambda \) which controls the covariance of the Gaussian component is generated from \( \text{Ga}\left(\frac{1}{\lambda}, \frac{1}{\nu} \right) \), and at last, the sample \( x \) is generated from the Gaussian distribution \( N\left(x | \mu, \frac{1}{\nu} \right) \).

Based on the above analysis, we should introduce some extra variables, i.e., a variable \( Z_{jt} \) indicating the mixture component for each state \( j \) at each time \( t \) and the variable \( A_{jkt} \) introduced by the Gaussian scale mixture model. Now we can rewrite the \( Q \) function as follows:

\[
Q(e|\theta^{(i)}) = \sum_{j=0}^{J-1} \sum_{i=0}^{T-1} \sum_{k=0}^{K-1} p(S_t = j, Z_{jt} = k, \Lambda_{jkt} = \lambda_{jkt}) \]

\[
|x_0^{-1}, \theta^{(i)}| \log(c_{jk}^T T(x_t | Z_{jt} = k, \mu_{jk}, \Sigma_{jk}, \nu_{jk}))
\]

\[
p(S_t = j, Z_{jt} = k, \Lambda_{jkt} = \lambda_{jkt} | x_0^{-1}, \theta^{(i)})
\]

\[
= p(S_t = j | x_0^{-1}, \theta^{(i)}) p(Z_{jt} = k | S_t = j, x_0^{-1}, \theta^{(i)})
\]

\[
p(\Lambda_{jkt} = \lambda_{jkt} | Z_{jt} = k, S_t = j, x_0^{-1}, \theta^{(i)})
\]

Based on the Gaussian scale mixture model, the term \( T(x_t | \mu_{jk}, \Sigma_{jk}, \nu_{jk}) \) can be expanded as follows:

\[
\log T(x_t | \mu_{jk}, \Sigma_{jk}, \nu_{jk}) = \log \mathcal{N}(x_t | \mu_{jk}, \Sigma_{jk})
\]

\[
+ \log \text{Ga}(\lambda_{jkt}, \frac{\nu_{jk}}{2}, \frac{\nu_{jk}}{2})
\]

\[
= \frac{D}{2} \log(2\pi) - \frac{1}{2} \log |\Sigma_{jk}|
\]

\[
+ \frac{D}{2} \log(\lambda_{jkt}) - \frac{1}{2} \lambda_{jkt} \Delta_{x_t}^2 (\mu_{jk}, \Sigma_{jk})
\]

\[
= - \log \Gamma\left(\frac{\nu_{jk}}{2}\right) + \frac{\nu_{jk}}{2} \log\left(\frac{\nu_{jk}}{2}\right)
\]

\[
- \frac{\nu_{jk}}{2} \lambda_{jkt} + \left(\frac{\nu_{jk}}{2} - 1\right) \log(\lambda_{jkt})
\]

After plugging these terms into the expectation of the complete log likelihood function (4), we need to compute the posterior
From equations (5) and (6), we also need to compute the expectations of the hidden variable $A_{jkt}$ and $\log(\Lambda_{jkt})$. Because the posterior of $\Lambda_{jkt}$ is a Gamma distribution, the expectation

$$E(\Lambda_{jkt}|Z_{j=0}, S_t = j, x_0^{-1}) = \sum_{k}^{K} \beta_{jk} \mathcal{T}(x_t | \mu_{jk}, \Sigma_{jk}, \nu_{jk})$$

(10)

However, the expectation of $\log(\Lambda_{jkt})$ only influences the estimation of $v_{jk}$, while $v_{jk}$ can be estimated by optimising equation (2). Therefore, there is no need to compute this term any more.

The E-step is to compute equations (7)–(10). If we define the following term:

$$\tilde{L}_{jk}(t) = \frac{L_j(t) \nu_{jk}}{\sum_{k=0}^{K-1} \beta_{jk} \mathcal{T}(x_t | \mu_{jk}, \Sigma_{jk}, \nu_{jk})}$$

By taking the partial derivatives of equation (4) with respect to the parameters and setting to zero to solve a series of equations to get the following M-step:

$$c_{jk}^{(i+1)} = \frac{\sum_{t=0}^{T-1} \tilde{L}_{jk}(t)}{\sum_{t=0}^{T-1} L_j(t)}$$

$$\mu_{jk}^{(i+1)} = \frac{\sum_{t=0}^{T-1} \tilde{L}_{jk}(t) \tilde{\lambda}_{jkt} x_t}{\sum_{t=0}^{T-1} \tilde{L}_{jk}(t) \tilde{\lambda}_{jkt}}$$

$$\Sigma_{jk}^{(i+1)} = \frac{\sum_{t=0}^{T-1} \tilde{L}_{jk}(t) \tilde{\lambda}_{jkt}(x_t - \mu_{jk}^{(i+1)})(x_t - \mu_{jk}^{(i+1)})}{\sum_{t=0}^{T-1} \tilde{L}_{jk}(t)}$$

In the next section, we will see how to compute $L_j(t)$, and other necessary terms to estimate the parameters of an HSMM.

2.2 The forward-backward algorithm

Here we briefly describe the forward-backward algorithm. More detail descriptions of the algorithms can be found in Guedon (2003). Note in this section the superscript $(i)$ is
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The forward algorithm is to recursively compute the term $F_j(t)$, for $t = 0, \ldots, \tau - 2, j = 0, \ldots, J - 1$

$$F_j(t) = P(S_{t+1} \neq j, S_t = j \mid X_0^t = x_0^t)$$

$$= \sum_{u=1}^{t} \sum_{i \neq j} P(S_{t+1} \neq j, S_{t-u+1} = i, S_{t-u} = i \mid x_0^t)$$

$$+ P(S_{t+1} \neq j, S_0^t = j \mid x_0^t)$$

$$= \sum_{u=1}^{t} \sum_{i \neq j} \prod_{v=t-u+1}^{t} \frac{e_j(x_v)}{N_v} * d_j(u) * A_{ij} * F_i(t-u) +$$

$$\prod_{v=0}^{t} \frac{e_j(x_v)}{N_v} * d_j(t+1) \pi_j$$

(11)

At time step $\tau - 1$, because we do not know the exact time spent in that state, only the minimum time spent in the state is known (right censored). We replace $d_j(u)$ by $D_j(u)$ in equation (11) to get the term $F_j(\tau - 1)$. The normalisation term $N_v = P(X_j = x_j \mid x_0^t = x_0^t)$ can be computed during the forward iteration using the same decomposition as for the forward algorithm.

The backward algorithm is used to compute the smoothed marginal

$$L_j(t) = P(S_t = j \mid X_0^{\tau-1} = x_0^{\tau-1})$$

$$= P(S_{t+1} \neq j, S_t = j \mid x_0^{\tau-1}) + P(S_{t+1} = j \mid x_0^{\tau-1}) -$$

$$P(S_{t+1} = j, S_t \neq j \mid x_0^{\tau-1})$$

$$= L_1j(t) + L_j(t+1) - P(S_{t+1} = j, S_t \neq j \mid x_0^{\tau-1})$$

Thus we need to compute $L_1j(t)$ and $P(S_{t+1} = j, S_t \neq j \mid x_0^{\tau-1})$. For $t = \tau - 2, \ldots, 0, j = 0, \ldots, J - 1, L_1j(t)$ can be computed iteratively as

$$L_1j(t) = P(S_{t+1} \neq j, S_t = j \mid x_0^{\tau-1})$$

$$= \sum_{k \neq j} \sum_{u=1}^{\tau-t-2} P(S_{t+u+1} \neq k, S_{t+u+1} = k, S_t = j \mid x_0^{\tau-1})$$

$$+ P(S_{t+1}^{\tau-1} = k, S_t = j \mid x_0^{\tau-1})$$

(12)

To re-estimate the state duration distribution functions, we also need to compute

$$\eta_{ju} = \sum_{t=0}^{\tau-2} P(S_{t+u+1} \neq j, S_{t+u+1} = j, S_t \neq j \mid X_0^{\tau-1} = x_0^{\tau-1})$$

$$+ P(S_u \neq j, S_{u-1} = j \mid X_0^{\tau-1} = x_0^{\tau-1})$$

Now we get the complete recursion formula to compute the backward probability. In fact, the recursion formula can be simplified by using a quantity

$$G_j(t+1, u) = \frac{L_1j(t+u)}{F_j(t+u)} \prod_{v=1}^{u} \frac{e_j(x_{t+v})}{N_{t+v}} * d_j(u),$$

$$u = 1, \ldots, \tau - 2 - t$$

(14)
2.3 State duration distribution

If the state duration probability distributions are estimated in a non-parametric manner, the re-estimation formula for state $j$ is as follows

$$d_{j}^{(i+1)}(u) = \frac{\eta_{ju}}{\sum_{u} \eta_{ju}} = \frac{\eta_{ju}}{\sum_{t=0}^{\tau-2} L_{j}(t) + L_{j}(\tau - 1)}$$  \hspace{1cm} (15)

The state duration distributions may also be modelled by parametric probabilistic distributions. As suggested in Guedon (2003), the quantity $\eta_{ju}$ can be considered as a pseudo-sample generated from a parametric state duration distribution for state $j$. Therefore, we can use classic point estimation procedures from $\eta_{ju}$ to estimate the parameters of $d_{j}(u)$. For example, for Poisson duration distribution $p(u | \lambda) = \frac{e^{-\lambda u} \lambda^{u}}{u!}$, the parameter $\lambda$ for the $j$th state at the $i$th iteration can be estimated by

$$\lambda_{j}^{(i+1)} = \frac{\sum_{u=1}^{M} \eta_{ju} * (u - 1)}{\sum_{u=1}^{M} \eta_{ju}}$$  \hspace{1cm} (16)

We can get this formula by plugging $d_{j}(u)$ into equation (1), and then take the partial derivative with respect to $\lambda_{j}$ and set to zero. For geometric duration distribution $p(u | \theta) = (1 - \theta)^{u-1} \theta$, the parameter $\theta$ can be estimated as follows

$$\theta_{j}^{(i+1)} = \frac{\sum_{u=1}^{M} \eta_{ju}}{\sum_{u=1}^{M} u \eta_{ju}}$$  \hspace{1cm} (17)

Both Poisson and geometric distributions are special cases of the negative binomial distribution $NB(u | r, \theta) = \binom{u+r-1}{u-1} \theta^{r} (1-\theta)^{u-1}$. For this distribution, $r$ can be estimated by minimising the negative log likelihood function

$$r^{(i+1)} = \arg \min_{r} \sum_{u=1}^{D} \eta_{ju} \left[ \log \Gamma(u + r) - \log \Gamma(r) + r \log \theta_{j} + (u - 1) \log (1 - \theta_{j}) \right]$$  \hspace{1cm} (18)

After estimating $r^{(i+1)}$, the parameter $\theta_{j}^{(i+1)}$ can be estimated by

$$\theta_{j}^{(i+1)} = \frac{r^{(i+1)} \sum_{u=1}^{D} \eta_{ju}}{\sum_{u=1}^{D} \eta_{ju} (r^{(i+1)} + u - 1)}$$  \hspace{1cm} (19)

2.4 The initial distribution and state translation probabilities

The initial probabilities and the translation probabilities can be easily obtained from the corresponding $Q$ functions by Lagrange multiplies. The final formulas are as follows:

$$\pi_{j}^{(i+1)} = P(S_{0} = j | x_{0}^{(i)} - 1, \theta^{(i)}) = L_{j}(0)$$  \hspace{1cm} (20)
For the translation probability,

\[
A_{ij}^{(i+1)} = \frac{\sum_{t=0}^{i-2} P(S_{t+1} = j, S_t = i \mid x_0^{\tau-1}, \theta(t))}{\sum_{t=0}^{i-2} P(S_{t+1} \neq i, S_t = i \mid x_0^{\tau-1}, \theta(t))} = \frac{\sum_{t=0}^{i-2} G_{ij}(t+1) A_{ij} E_i(t)}{\sum_{t=0}^{i-2} L_i(t)}
\] (21)

2.5 The Viterbi algorithm

Based on the smooth probability \(L_j(t)\), we can find the most probable sequence of states. However, the marginally most likely states may not constitute a legitimate path. To find the most probable path \(s_0^{\tau-1}\) given a sequence \(x_0^{\tau-1}\), i.e.,

\[
s_0^{\tau-1} = \arg \max_{s_0^{\tau-1}} P(s_0^{\tau-1}, x_0^{\tau-1})
\]

we can use the Viterbi algorithm (Bishop, 2006). As for HMMs, the Viterbi algorithm is the same as the Forward algorithm except that the ‘sum’ operator is replaced by the ‘max’ operator.

3 Results

In this section, we will use the proposed robust HSMM to model aCGH data. aCGH is a high-throughput technique for identifying DNA copy number variations which is central to understanding some genetic diseases, such as Cancers (Mitrofanova and Mishra, 2010). Experiments are conducted on two data sets. The first one is the bacterial artificial chromosome array hybridisations of coriell cell lines data set (Snijders et al., 2001), which is considered as the golden standard data set. The second one is the Glioblastoma Multiforme (GBM) data set (Bredel et al., 2005), which has been used to evaluate 11 aCGH copy number variation detection algorithms (Lai et al., 2005). This data set has also been used in Guha et al. (2008) and Lai et al. (2008) to assess their methods. These two data sets are representative because the first one has high Signal-to-Noise ratio (S/N) while the second one has low S/N.

3.1 Coriell cell lines

This data set is derived from 15 primary breast tumors, and the karyotypes are available from the supplementary Table 1 of Snijders et al. (2001). Therefore, we can evaluate our method by comparing the Viterbi paths with the cytogenetically mapped alterations. Based on the annotations, our robust HSMM has 3 states, and they correspond to copy-loss, copy-neutral and copy-gain, respectively. We train the robust HSMM on the whole data set, which means the parameters are estimated using pooled data across all the chromosomes and all the cell lines. The Viterbi algorithm is used to find the most likely path for a given sequence of a chromosome.
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The Coriell data set has relatively high S/N. It may be sufficient to use one Student component. We first train an HMM with an SMM emission distribution function. Table 1 shows the results. There are 15 short segment False Positives (FP). The reason why we have these relatively large number of FPs is that the state duration distributions may be complex, especially when we pool data. The geometric state duration distribution functions of HMMs have large values at the beginning. Therefore, they favour short segments. For HSMMs, the state duration distributions for the copy-loss and copy-gain state are modelled by Poisson distributions, and for the copy-neutral state, the distribution is modelled by a negative binomial distribution. Figure 2 shows the estimated state duration distribution functions of the HMM+SMM and HSMM+SMM model. (The HMM+GMM does not show good performance, so the results are not given).

**Figure 2** The estimated state duration distributions $d(u)$ of model: (a) HMM+SMM and (b) HSMM+SMM (see online version for colours)
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**Table 1** Results from applying different models to the Coriell data set. Here FP is copy-neutral misclassified as copy-gain or copy-loss, and FN is copy-gain or copy-loss misclassified as copy-neutral

<table>
<thead>
<tr>
<th>Model</th>
<th>FP</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM + SMM (1)(^a)</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>HSMM + GMM (2)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>HSMM + SMM (1)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CBS(^b) (Olshen et al., 2004)</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>CGHSEG(^b) (Picard et al., 2005)</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>CGHTRIMMER(^b) (Tsourakakis et al., 2010)</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)SMM(1) means an SMM with one student component and GMM(2) means a GMM with 2 Gaussian components.

From Tsourakakis et al. (2010), Table 3.

Table 1 also shows the results by using the HSMM + SMM and HSMM + GMM model. Although they give the same results, the SMM uses only one Student component (when two Students components are used, the model performs equally well), while the GMM uses two Gaussian components. One component models the expected log\(_2\) ratio for each
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state $j$, and the other component models the log 2 ratio generated by outliers of the state. This is the robust HMM, introduced in Shah et al. (2006) to model aCGH data. Based on the experiments, we suggest using SMMs because they are more stable than the GMMs. One example is that the HMM + GMM model performs poorly on this data set (results not shown here) while the HMM + SMM model still works reasonable. In addition, the Bayesian HMM (Guha et al., 2008) prediction results have many false positives.

We also compare the proposed model with the CBS algorithm (Olshen et al., 2004), CGHSEG (Picard et al., 2005) and a recently proposed algorithm CGHTRIMMER (Tsourakakis et al., 2010). The results are also given in Table 1. Our robust HSMM model performs equally well as the CGHTRIMMER algorithm. It is interesting to notice that the CGHTRIMMER algorithm and our robust HSMM make the same false positive along chromosome 1, cell line GM03576 (based on our experiments, not the results given in the paper (Tsourakakis et al., 2010). This is a one-point segment. The false negative is the copy-loss in cell line GM07081, chromosome 7. For this chromosome, there is no evidence of alteration in the data. No methods can detect the copy-loss.

Although the CGHTRIMMER algorithm and our algorithm performs equally well on this data set, we still prefer our method because

- the parameters of our model have clear biology meanings
- our model can easily take account of information across the whole chromosomes and all the cell lines
- the CGHTRIMMER algorithm does not assume a probability distribution of the observations. It is not a robust method, and may perform poorly on noisy data (see the next section).

Figure 3 shows the log likelihoods at each iteration of the EM algorithms for both robust HMM and HSMM. From the figures we can see the EM algorithms converge rapidly. Table 2 shows the robust HSMM obtained after the EM algorithms converge.

![Figure 3](https://example.com/f3.png)
Table 2  The initial parameters and the estimated parameters from the EM algorithm

<table>
<thead>
<tr>
<th>Transition $A_{ij}$</th>
<th>Initial</th>
<th>Estimated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$0.0 \ 0.5 \ 0.5$</td>
<td>$0 \ \approx 1 \ \approx 0$</td>
</tr>
<tr>
<td></td>
<td>$0.5 \ 0.0 \ 0.5$</td>
<td>$0.3984 \ 0.0016$</td>
</tr>
<tr>
<td></td>
<td>$0.5 \ 0.5 \ 0.5$</td>
<td>$0 \ \approx 0 \ \approx 1$</td>
</tr>
<tr>
<td>Emission $\Sigma$</td>
<td>$\mu \</td>
<td>-1 \ 0 \ 0.58$</td>
</tr>
<tr>
<td></td>
<td>$\nu \</td>
<td>0.1 \ 0.1 \ 0.1$</td>
</tr>
<tr>
<td>Prior $\pi_i$</td>
<td>$[0.1, 0.8, 0.1]$</td>
<td>$3.9462 \ 5.5776 \ 5.8527$</td>
</tr>
<tr>
<td>Duration $\text{Poisson}$</td>
<td>$5 \ 2 \ 40$</td>
<td>$10.4468 \ 11.2768 \ 49.1860$</td>
</tr>
</tbody>
</table>

3.2  Glioblastoma Multiforme (GBM) data

This data set contains measurements from 26 primary Glioblastoma Multiforme tumors. Compared with the Coriell data set, the GBM data set is noisy. It contains large but low amplitude regions of copy-losses and copy-gains, and small but high amplitude regions of amplifications (Lai et al., 2005). Therefore, we use a 4-state HSMM as in Guha et al. (2008). These states represent copy-loss, copy-neutral, copy-gain and amplification, respectively.

Previous reports only gave the results of two chromosomes with typical alternations: GBM29 chromosome 7 and GBM31 chromosome 13. Follow an identical evaluation procedure, Figure 4 shows the results. Our robust HSMM correctly detects the three high amplitude regions of amplification in GBM29 chromosome 7, and the low amplitude region of copy-loss in GBM31, chromosome 13. Note for chromosome 7 of GBM29, our algorithm classifies the remaining parts as copy-gain. Based on the supplementary Table 2 of Bredel et al. (2005), they already detect the gain in copy number at p12.3, p13, p14.1, p15.1, p15.3, p21.1, p21.2, q21.1, q21.3, q21.11-13, q22.3, q31.1-2, q31.3, q32.3, q36.1.

Because of the low S/N, the CGHTRIMMER algorithm doesn’t perform well on this data set. In fact, the above 2 chromosomes are relatively easy to segment. For other chromosomes, the Bayesian HMM (Guha et al., 2008) also does not perform well enough partially because it is not a robust method, and the parameters are not estimated using pooling.

Figure 4  The estimated state for each clone of (a) GBM29, chromosome 7 and (b) GBM31, chromosome 13 (see online version for colours)
4 Conclusions and future work

In this paper, we have developed a robust HSMM, and applied the model to analyse aCGH data. Compared with HMMs, the robust HSMM is more suitable to analyse sequences with succession of homogenous zone by explicitly modelling the state duration distributions. The SMM emission distributions have large tails and provide protection against outliers. Therefore, the model is less likely to be disturbed by small segment outliers. Experiments show the superior performance of the proposed model on data with high S/N or low S/N.

Because HMMs are special cases of HSMMs when the state duration distributions are geometric distributions, we check the correctness of our code by comparing our program’s outputs with those of the HMM implemented in the PMTK package (http://code.google.com/p/pmtk3/). The two programs give exactly the same results when geometric state duration distributions are used. The software, written in Matlab and C, is available from (https://www.cs.ubc.ca/~jiaruid/software/rhsmm), so readers can reproduce all the results.

As the time complexity of the inference and learning algorithms for HSMMs is higher than for HMMs, one interesting direction for future work is to design approximate algorithms such as approximate Viterbi algorithms. Also, it would be interesting to consider Markov Chain Monte Carlo sampling algorithms. As for the applications of our model, we want to apply the model to high-resolution genotyping array data.
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